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**Project:** Data Science Bowl 2017 - Lung Cancer Detection Using CT Scan Images

**Description:**

Home page: <https://www.kaggle.com/c/data-science-bowl-2017>

Lung cancer affects millions of people every year. Early detection is critical to give patients the best chance at recovery and survival. In this project, we will use thousands of CT lung scan images from patients at high cancer risk, to develop a lung cancer detection algorithm. The algorithm is expected to determine from features regarding the lesions in the lungs, whether or not the patient will be diagnosed with lung cancer within one year of the date the scan was taken. This will dramatically reduce the false positive rate that plagues the current detection technology, get patients earlier access to life-saving interventions, and give radiologists more time to spend with their patients.

**Data:**

Images are in DICOM format. Each image contains a series with multiple axial slices of the chest cavity. Each image has a variable number of 2D slices, which can vary based on the machine taking the scan and patient. The DICOM files have a header that contains the necessary information about the patient id, as well as scan parameters such as the slice thickness. The images in this dataset come from many sources and will vary in quality. The algorithm is expected to perform well across a range of image quality.

**General aims and approaches:**

* Preprocess the data (following available tutorials: <https://www.kaggle.com/gzuidhof/data-science-bowl-2017/full-preprocessing-tutorial/notebook>) and clean out the noises
* (Optional) Feature selection/integration or dimensionality reduction to select candidate features
  + Current ideas: Lasso, PCA, <http://content.iospress.com/articles/intelligent-data-analysis/ida795>
* Build a classifier using convolutional neural network (and the selected features)
* Evaluate and report performance on the test set and validation set once the solution is available.

If time allows, also:

* Search for and implement frontier classification algorithms in medical image processing or deep learning classification methods, to improve our model
* Make use of publicly available datasets (<https://www.kaggle.com/c/data-science-bowl-2017/discussion/27666>) to improve model performance

1. (Difficulty \*\*\*\*\*\*, Preference \*\*\*\*) Data Science Bowl 2017, medical image processing, lung cancer detection

Reference: <https://www.kaggle.com/c/data-science-bowl-2017>

Preprocessing tutorial: <https://www.kaggle.com/gzuidhof/data-science-bowl-2017/full-preprocessing-tutorial/notebook>

External Data thread:

<https://www.kaggle.com/c/data-science-bowl-2017/discussion/27666>

Specific Aims:

* Process the data, and apply CNN or other ML techniques, build classifier for lung cancer, then evaluate performance

2. (Difficulty \*\*\*, Preference \*\*) StarPlus fMRI data

Reference: <http://www.cs.cmu.edu/~guestrin/Class/10701/projects.html#fmri>

Specific Aims:

* dimensional reduction and feature selection
* build classifier

3. (Difficulty \*\*\*\*\*, Preference \*\*\*\*) Image Captioning - Li Fei-Fei

Reference:<http://cs.stanford.edu/people/karpathy/cvpr2015.pdf>

Specific Aims:

* Combine method in Reference with Segmentation from Natural Language Expressions (<http://www.eccv2016.org/files/posters/S-1A-07.pdf>)? then see if it improves the performance in reference

4. (Difficulty \*\*\*, Preference \*\*\*) UC Irvine data sets - Amazon Book review dataset

Reference:<http://archive.ics.uci.edu/ml/datasets/Amazon+book+reviews#>

Specific Aims:

* Semtiment analysis, past research uses bag-of-words + n-gram to generate features, we could use methods like word2vec?
* Use features built from bag-of-words (or our new method) to build a classifier (or compare a bunch of classification methods, including neural network, random forest, etc.); compare with blog or compare between methods

A few other datasets that might be interesting:

* Pokemon: <https://www.kaggle.com/alopez247/pokemon>
* Trump’s world: <https://www.kaggle.com/buzzfeed/trumpworld>

(I don’t have specific ideas for these yet, just think they are interesting topics :) )